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Abstract-Partial Redundancy Elimination is an optimizatioathod that eliminates expressions that are redundan
on some program execution paths but not necessaltilgrogram paths in a program. In this paper toyeto
discuss pros and cons of two well known simple atgms for Partial Redundancy Eliminations. But tbdhe
algorithms do not give much importance for elimingtedge splitting, even though the edge splitisiuqqauch more
expensive than inserting a computation at a nodietwis already exists in a data flow graph. In thaper we
suggest the possibilities for eliminating edgetsiplj as far as possible to make both the algorstimore compact
andattractive.
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1. INTRODUCTION algorithm assumes that all local redundancies heady
eliminated by some standard techniques for common

Partial redundancy elimination (PRE) is a program subexpression elimination on basic blocks[4]. The

transformation that removes op Il. erations thaé ar algorithm is based on the concepts of availability,

redundant on some execution paths, but not aSuch aanticipability, safe partial availability, and safertial

transformation requires the partially redundantrafen anticipability.

to be hoisted to earlier programpoints where the

operation’s value was not previously available. #tRlly The Table 1 summarizes the data flow properties and

Redundant Expression(PRE) algorithm is a compiler equations of the algorithm. Let e be an expressioa

optimization technique for changing partial redumziaof nodei of a data flow graph G. The local data flawgerty

an expression in a DFG into fully redundancy and ANTLOCi represents a locally anticipated upwards

eliminate the redundancy. A PRE algorithm basedaie exposed e in nodei, COMPI represents a locallylalviai

insertions is considered to be optimal if no otiRRE downwards exposed e in nodei, and TRANSPI refléwts

algorithm which uses safe insertions gives a DFGclwh  absence of assignments to the operand(s) of e deino

contains fewer computations along any path. Global properties of availability, anticipabilitgafe partial

Morel And Renvoise (MRA)[1] proposed a bidirectibna availability, safe partial anticipability are uséal collect

data flow analysis algorithm to eliminate partial global information. INSERTi and INSERT(i,j), idefytie

redundancies which does not eliminate all partial to be inserted in nodei, and on edge(i,j) respebtjvand

redundancies in a program, and it lacks both REPLACEI identifies e to be replaced in nodei wih

computational and life time optimality as well. &én temporary variable, say t.

MRA fails to split edges, optimization is not pdssiin

many loops. Even though Dhamdhere through Edge Table1:PRE:asimple, pragmatic, and provably

Placement Algorithm(EPA) does insertions both inle® correct algorithm

and on edges in DFG [2], he could not completely

eliminate redundant code motion. EPA does not pievi Local data flow properties

life time optimality in many cases. ANTLOC - nodd contains alocally
2. PRE ALGORITHM BY VINEETH KUMAR COMR ,ﬁgg;'gg;f;nipggffx;’rzzed e
Vineeth Kumar's algorithm called “a simple, pradim exposed e .

g simple, pragroa TRANSRH . nod¢ does not contain an

and provably correct algorithm” [3] for PRE is Hgal

simple, and computationally and lifetime optimalheT assignment to any of the
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operands of e.
Global data flow Properties

AVINi/AVOUT; .eisavailable atthe entry/exit
node .
ANTIN{/ANTOUT; :e isanticipated at thentry/exit of
node .
SAFEINI/SAFEOUT : eis safe at the entry/exit of
node.

SPAVINi/SPAVOUT; : eis safe partially available at
the entry/exit of node

SPANTINI/SPANTOUT :e issafe partially anticipated at

the
entry/exit of nodg.
REDUND .eisredundantatthe entrymdde.
SPREDUND -eissafe partiallyredundantae
entry of nodg
ISOLATED; s eisisolated in noge

Data flow equations

AVIN = False if i= start node,
Otherwise [.e==; AVOUT,
AVOUT = COMP, +AVIN, TRANSP,
ANTIN = ANTLOC, + ANTOUT,.TRANSP,

ANTOUT, = False if i = exit node,

otherwise [Tz ANTIN
SAFEIN, =AVIN,+ANTIN
SAFEOUT, = AVOUT, +ANTOUT,
SPAVIN = False ifi=start node or "SAFEIN,,

Otherwise ¥ ., SPAVOUT,
SPAVOUT, = False if "SAFEOUT,

Otherwise COMP,+SPAVIN, TRANSP,
SPANTIN, = False if “SAFEIN,,

Otherwise ANTLOC,+SPANTOUT,. TRANSP,
SPANTOUT, = False if i = exit node or “"SAFEOUT,,

Otherwise 3. ¢ SPANTIN
SPREDUND, = SPAVIN.ANTLOC, REDUND.
= ANTLOC,.AVIN
REDUND, = COMP,AV:, pisthe pointjust before the last

computation of e in node,

ISOLATED, = ~SPAVIN,ANTLOC,~(TRANSP, SPANTOUT,)
ISOLATED, = COMP,.~SPANTOUT,.~(TRANSP, SPAVIN,)
INSERT, = COMP,.SPANTOUT,~(TRANSP,SPAVIN,)
INSERT,;, = “SPAVOUT,SPAVINSPANTIN,
REPLACE. = ANTLOC,(SPAVIN,+TRANSP.SPANTOUT,) REPLACE,
= COMP,(SPANTOUT, +TRANSP, SPAVIN,)

A. An Example

Fig.1(a) shows a DFG with 6 nodes, and Fig.1(b) is DFG
after applying the PRE algorithm. Here the alganiplits the edges
(n2,ng) and (n,Nns) for inserting a node in each edge wite equation:
INSERT(i,j) = -SPAVOUTSPAVIN.SPANTIN. But edge
splitting is much more expensive than insertingoenputation in
an existing node. But the algorithm inserts a cotaien for an

expression in a noge only if COMR is true:
INSERT;=COMR.SPANTOUT(-TRANSR+-SPAVIN).In this
example COME= False. Butifinsertion is done atthe nog¢ime
edgesplittingcanbeeliminated asshowninFig.1(c)

ath | ng

(a) before PRE Algorithm

t—a+b
t

(c)after elimination edge splitting

Fig.1. Partial Redundancy Elimination

3. ANE-PATH_PREALGORITHM BY DM
DHAMDHERE

DM Dhamdhere presented a PRE algorithm titled “E-
Path_PRE - Partial Redundancy Elimination Made
Easy” [5]. The algorithm first identifies the insien
points at nodes and on edges and then identifgaklies
points, and finally the redundant occurrences of an
expression for replacement. The Table 2 summatizes
data flow properties and equations of the algorithet e

be an expression in a nodei of a data flow grapfte.
local data flow property ANTLOCI represents a Idgal
anticipated upwards exposed e in nodei, COMPI
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represents a locally available downwards exposéa e
nodei, and TRANSPI reflects the absence of assigtsne
to the operand(s) of e in nodei. Global properiés
availability, anticipability and E-path suffix aresed to
collect global information. INSERTi and INSERTI,j
identify e to be inserted in nodei, and on edge(i,j
respectively, and SAVEi identifies the node bi ihigh e
should be saved

Table 2 : E-PATH PRE

COMP. eislocally available inb,
ANTLOC e islocally anticipatable inb
TRANSP, b does not contain an assignment to any of
operands of e
AV_INJAV_OUT eisavailable atentry/exit ofb,

ANT_INJANT_OUT, eisanticipatableat entry/exitofb EPS_

INJEPS_OUT entry/exitofb isinane-pathsuffix

REDUND occurrenceofeinb isredundant
INSERT insertt. — einnode b
INSERT

insertt — e on edge (b.b)

SA _INJSA_OUT 2 save must be inserted above the entry/extt of b
SAVE, eshould be saved int.innodeb,

Data flow equations

AV_IN; = [TaeeAV_OUT,

AV_OUTi = AV_INi.TRANSR +

COMPI ANT_INj =

ANT_OUTi. TRANSR+

ANTLOC;

ANT_OUT; = [Tuey ANT_INg

EPS_INi = Z:E:[DD(:)(AV_OUTP+

EPS OUT,)ANT_IN;-AV_IN; EPS_OUT=
EPS_ IN. -ANTLOG;i

REDUND; = (AV_INj + EPS_ IN).ANTLOGj
INSERT; =-AV_OUT,. ~EPS OUT..

l_[mujj(:) EPS_I NS INSERTiJ =

-INSERT -AV_OUT;..~EPS_OUT.

EPS_IN

SA_OUT; =Y....(EPS_INg* REDUNDg SA _INJ.
AV_OUT,

SA_INi =SA_OUT.-COMR
SAVEi =SA_OUT.COMR-(REDUND. TRANSR)
A.An Example

Consider the control flow graph of Fig.2(a) corisigtof 6
nodes. Here the E_Path_PRE

in a temporary variable t and replaces it in theeno6
with t. Since
[[oeoooo(oo) EPS_ INs =

is nl-n3-n6. So the
E_PATH_PRE algorithm saves the expression a+b at nl

False for the node n2,

insertion of the computation at node n2 is not {es
according to the E_Path_PRE algorithm. But insertia
the edge (n2,n3) is possible since INSERT23 is asie
shown in the Fig.2(b). Here itself if the insertisndone at
the node n2, the edge splitting can be eliminateshawn
in Fig.2(c).

Fig.2(c). According to the Lemma 3: "An expressmin
node bj is deleted if and only if e is availablesatry to bj
in the optimized program”. In Fig.2(c) the expressa+b
is available at the entry of nodes n4,n5 and n@l, fence
the expression a+b from them are deleted. Inserion
node n2 also replaces isolated expressions fromddes
to some extend without sacrificing the computatiarad
life time optimality of the E_Path_PRE algorithmher
expression at+b at nodes n4 and n5 in Fig.2(a) feee t
isolated expressions because the E- pth PRE digorit
cannot form E_paths for them. However, they aretdel
by inserting the expression at n2 as shown in .2
bonus.

a+h n;

n-
|n; ash  |Me a+h
a+h

Ns

(a) before PRE Algorithm

(b) after PREAlgorithm
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t—ad |p, t—a™d ns

(c) after eliminating edge splitting
Fig.2. Partial Redundancy Elimination

4 CONCLUSION
A Simple Algorithm for Partial Redundancy Elimirarti
called “PRE: a simple, pragmatic, and provably ectr
algorithm”., by Vineeth Kumar, YN Srikant and Priti
Shankar, and an E_path_PRE algorithm, by DM
Dhamdhere do not take care of eliminating edgetsyi
much. In this paper we suggested a method for agid
edge splitting as far as possible to make the PRE
algorithm more compact without sacrificing the
algorithm’s computational and lifetime optimalitytivthe
help of 2 examples

It is already shown by Vineeth Kumar and DM
Dhamdhere that the algorithms given by the papgrg],
and [6-10] have one or more of the problems of neldnt
code motion, unremoved redundancies, or limited
applicability due to reducibility restriction of éhcontrol
flow graph
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